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Introduction Method Results

Quantitative comparison

Inference time comparison

Conclusion

The proposed BurstM overcomes both quality and computational complexity 

for real-world datasets by utilizing INR and Optical flow.

Qualitative comparison (BurstSR - Real world data x4)

Burst Super-Resolution

Burst super-resolution aims to restores 

high-resolution image from burst low-resolution images.

Motivation 1 – Limitation of Deformable Convolution Network

Deformable Convolution Network (DCN)

- Can’t cover global alignment.

- Must use pre-defined number of kernels

regardless of pixel correlation.

Motivation 2 – Inflexible Super Resolution Scales

Recent researches utilize Pixel Shuffle method as up-sampler.

Pixel Shuffle can reduce computational efficiency,

but Pixel Shuffle limits scale factors of up-sampling.
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Burst Super-Resolution

Given a multiple low-resolution images 𝐈𝑖
𝐋 ∈ ℝ𝑁×4×𝐻×𝑊,

restore high-resolution image 𝐈𝐒𝐑 ∈ ℝ1×3×𝑠𝐻×𝑠𝑊.

𝐈𝐒𝐑 = 𝐁𝐮𝐫𝐬𝐭𝐌 𝐈𝑖
𝐋 , 𝑖 = 1,… ,𝑁

ො𝐱𝑖
𝐇 = 𝐁𝐬 𝐹𝑁𝑒𝑡 𝐈𝑖

𝐋 + 𝐱𝑖
𝐋 , 𝑖 = 1,… ,𝑁

Optical flow estimation

The coordinates ො𝐱𝑖
𝐇 ∈ ℝ𝑠𝐻×𝑠𝑊×2 are converted from estimated optical flow 

offsets with s scale bilinear interpolation.

where 𝐹𝑁𝑒𝑡(⋅) is optical flow estimator, 𝐁𝐬 is bilinear interpolation with s scale

Neural warping

Warping multiple LR images by estimated coordinates ො𝐱𝑖
𝐇 on Fourier space.

where 𝐳𝑖 = 𝐄𝛙 𝐈𝑖
𝐋 , 𝛅𝑖 = ො𝐱𝑖

𝐇 − 𝐱𝑖
𝐇

𝐅𝑖 = 𝐍𝐬 𝐠𝐟 𝐳𝑖 , ො𝐱𝑖
𝐇 : Frequency estimator

𝐀𝑖 = 𝐍𝐬 𝐠𝐚 𝐳𝑖 , ො𝐱𝑖
𝐇 : Amplitude estimator

𝐩𝐡𝑖 = 𝐠𝐩 𝐜𝑖 : Phase estimator

𝐦𝑖 = 𝐀𝑖 ⊙
𝐜𝐨𝐬(𝛑(⟨𝐅𝑖 , 𝛅𝑖⟩ + 𝐩𝐡𝑖)
𝐬𝐢𝐧(𝛑(⟨𝐅𝑖 , 𝛅𝑖⟩ + 𝐩𝐡𝑖)

, 𝑖 = 1,… ,𝑁,

Reconstruction & Skip connection

Reconstruct from multiple LR images to HR image with skip connection.

𝐡 = 𝐑𝛗 𝐦𝑖 𝑖=1
𝑁 = 𝐆𝚯 𝐁𝛈 𝐦𝑖 𝑖=1

𝑁

𝐈𝐒𝐑 = 𝐏2 𝐡 + 𝐐𝛏 𝐈1
𝐋

where 𝐐𝛏 ⋅ is skip connection network, 𝐏2 is x2 pixel shuffle
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(DCN & transformer-based method)

Scale : x4 BIPNet† Burstormer† BSRT-S† BSRT-L† BurstM

Params. (M) 6.7 2.5 4.92 20.71 14.9

Runtime (ms) 20.8 20.8 148.0 266.1 11.6

PSNR (dB) 48.49 48.82 48.48 48.57 49.12
† indicates Transformer-based method.

To address fixed scale factors, using 

Implicit Neural Representation (INR), 

which represents images in a continuous 

domain, is the best approach.

However, an MLP with ReLUs tends to be 

biased towards learning low-frequency 

components. We addressed this issue by 

estimating Fourier information,

motivated by LTE.

DCN kernel with offsets Center pixel

Optical Flow based warping

- Can cover global alignment.

- Based on the pixel correlation,

use only the necessary information 
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